
 

4676 Admiralty Way, Suite 1001 

Marina del Rey, CA 90292 

310-913-5411 | deelman.isi.edu/ 

deelman@isi.edu 

EWA DEELMAN, Ph.D. 

RESEARCH 
INTERESTS 

 Managing large-scale science workflows and data in distributed environments. Developing 
algorithms and technologies for science automation. Impacting Science through advanced 
cyberinfrastructure. 

 

APPOINTMENTS 

2016-present 

2009-2016 

2003-2009 

 

 

2016-present 

2018-present 

2012-2015 

2007-2012 

2002-2007 

2000-2002 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1997-2000 

   

 

Research Professor, USC Computer Science Department 

Research Associate Professor, USC Computer Science Department 

Research Assistant Professor, USC Computer Science Department 

University of Southern California, Los Angeles, CA 

 

Research Director, Science Automation Technologies, USC Information Sciences Institute 
Principal Scientist, USC Information Sciences Institute 

Assistant Director, Science Automation Technologies, USC Information Sciences Institute 

Project Leader, USC Information Sciences Institute 

Research Team Leader, USC Information Sciences Institute 

Computer Scientist, USC Information Sciences Institute 

Marina del Rey, CA 

 

Scientific applications need to make use of a number of heterogeneous and often 
distributed resources that include both data and computations. My research focuses on 
developing tools and techniques that enable easy, efficient, and reliable execution of 
complex applications in distributed and high-performance environments. Particular 
emphasis is given to managing applications specified as computational workflows. My 
research encompasses a number of areas including task scheduling, performance 
optimization, reliability techniques, resource provisioning, and workflow monitoring and 
troubleshooting. One of the tools developed in my group is the Pegasus Workflow 
Management System that is being used day-to-day in a number of scientific applications 
including astronomy, biology, earthquake science, gravitational-wave physics  (LIGO), and 
others. The applications make use of their own computing clusters, national 
cyberinfrastructure, and cloud computing resources. My research interests also include 
data and metadata management in scientific applications. 

 

Senior Software Developer,  University of California 

Los Angeles, CA 

Conducted research in parallel simulation of message-passing programs and performance 
modeling. 

 

Participated in the POEMS project, which aims to design a system for Performance 
Oriented End-to-End Modeling of Large Heterogeneous Adaptive Parallel/Distributed 
Computer/Communication Systems. Major development was geared towards efficient 
and accurate simulation of message-passing programs (such as those using MPI) on high 
performance systems (such as the IBM SP). New SMP-cluster architectures were 
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modeled. Compiler optimizations which improved the efficiency and scalability of the 
simulator where investigated. The POEMS project involves a collaboration between 
several universities: Purdue, Rice, UCLA, U.T. Austin, U.T. El Paso, U. of Wisconsin and 
LANL. 

 

Guest lectured in parallel computation courses. 

Guided the research of graduate students. 

 

EDUCATION 

1997 

 

 

 

 

 

 

 

 

 

 

 

 

 

1991 

 

 

1987 

  

Doctor of Philosophy in Computer Science 

Rensselaer Polytechnic Institute  

Troy, NY  

"Performance Optimization of Parallel Discrete Event Simulation of Spatially Explicit Problems" 

 

Developed an object oriented Parallel Discrete Event Simulation System that uses the 
optimistic approach to event processing. The system was designed to run on an MIMD 
machine and tested on an IBM SP. In order to achieve good performance, new 
synchronization techniques were formulated. Developed a new algorithm to continuously 
monitor the progress of all simulation processes. Designed a new approach for rolling 
back computation in spatially explicit problems. This approach resulted in a speedup 
close to linear over a single processor run. Load balancing techniques were also 
investigated.  

 

Thesis Advisor:  Prof. Boleslaw Szymanski 

 

Master of Science in Computer Science 

State University of New York, New Paltz, NY  

 

Bachelor of Arts in Mathematics 

Wells College, Aurora, NY 

 

FELLOWSHIPS 
HONORS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 • Euro-Par Achievement Award, “In recognition of her outstanding contribution to parallel 
computing”, August 2022 

• HPCwire Readers’ Choice award for Best HPC Collaboration across Academia, Government, and 
Industry at the 2021 International Conference for High Performance Computing, Networking, 
Storage and Analysis (SC21), given the CI CoE Pilot/CI Compass, The NSF Cyberinfrastructure 
Center of Excellence, November 2021 

• Best paper award, 2021 Future Generation Computer Systems Journal for Papadimitriou, G., 
Wang, C., Vahi, K., Ferreira da Silva, R., Mandal, A., Zhengchun, L., Mayani, R., Rynge, M., Kiran, 
M., Lynch, V. E., Kettimuthu, R., Deelman, E., Vetter, J. S., & Foster, I. (2021). End-to-End Online 
Performance Data Capture and Analysis for Scientific Workflows. Future Generation Computer 
Systems, 117, 387–400.  https://doi.org/10.1016/j.future.2020.11.024  

• Best paper award and the Phil Andrews Most Transformative Contribution Award, Practice and 
Experience in Advanced Research Computing on Rise of the Machines (Learning):  M. Rynge, K. 
Vahi, E. Deelman, A. Mandal, I. Baldin, O. Bhide, R. Heiland, V. Welch, R. Hill, W. L. Poehlman, 
and A. F. Feltus, “Integrity Protection for Scientific Workflow Data: Motivation and Initial 
Experiences,” in Proceedings of the Practice and Experience in Advanced Research Computing 
on Rise of the Machines (Learning), New York, NY, USA, 2019, p. 17:1–17:8. 

• AAAS Fellow, November 2019 

• IEEE Fellow, December 2017 

• USC Information Sciences Achievement Award “for technical contributions and leadership in 

https://doi.org/10.1016/j.future.2020.11.024
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PROFESSIONAL 
ACTIVITIES 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the field of scientific workflow systems for high-performance computing”, 2015.  

• High-Performance Parallel and Distributed Computing (HPDC) 2015 achievement award, which 
is presented to an individual who has made long-lasting, influential contributions to the 
foundations or practice of the field of high-performance parallel and distributed computing, 
June 2015 

• CENIC Star Performer for the ADAMANT project, January 2014 

• Corporation for Education Network Initiatives in California’s (CENIC) 2013 Innovations in 
Networking Award for Experimental/Developmental Applications for the ADAMANT (Adaptive 
Data-Aware Multi-domain Application Network Topologies)  Project, March 2013 

• Best Paper award, e-Science 2006, Amsterdam, Netherlands:  E. Deelman, S. Callaghan, E. Field, 
H. Francoeur, R. Graves, N. Gupta, V. Gupta, T. H. Jordan, C. Kesselman, P. Maechling, J. 
Mehringer, G. Mehta, D. Okaya, K. Vahi, and L. Zhao,  Managing Large-Scale Workflow 
Execution from Resource Provisioning to Provenance tracking: The CyberShake Example, 
Proceedings of e-Science, Amsterdam, The Netherlands, 2006. 

• Best Paper award, 15th Workshop on Parallel and Distributed Simulation, Lake Arrowhead, CA, 
USA; 15-18 May 2001:  E. Deelman, R. Bagrodia, R. Sakellariou, V. Adve.  Improving Lookahead 
in Parallel Discrete Event Simulations of Large-Scale Applications Using Compiler Analysis. 
Proceedings 15th Workshop on Parallel and Distributed Simulation p. 5-13, Lake Arrowhead, 
CA, USA; 15-18 May 2001. 

• General Electric Foundation Fellowship, Rensselaer Polytechnic Institute, 1993-1994.  

• Special Distinction in the field of Mathematics, Wells College, 1987. 
 

• Associate Editor, IEEE Science and Engineering Journal 2020 -  

• Associate Editor, IEEE Internet Computing, 2019 - 

• Editorial Board Member, International Journal of High Performance Computing Application, 

2015 –  

• Editorial Board Member, ACM International Conference Proceeding Series, 2015- 

• Editorial board Member, Journal of Grid Computing, 2013- 

• Steering Committee Member, IEEE eScience Conference, 2013- 

• Steering Committee Member, IEEE/ACM International Symposium on Cluster, Cloud and Grid 

Computing, 2013- 

• International Conference on Parallel Processing (ICPP), Program Committee Member 2022 

• Advisory Committee Member, Oak Ridge National Laboratory Computing and Computational 
Sciences Directorate , 2022-  

• Steering Committee Member, SC Conference 2017 – 2020 

• Steering Committee Member, e-Science All Hands Meeting Foundation, 2008- 2012 

• Associate Editor responsible for Grid and Cloud Computing for the Scientific Programming 
Journal, 2002-2014 

• Associate Editor, IEEE Transactions on Parallel and Distributed Systems,  2016 – 2018 

• Chair, SC22 Test of Time Award, Dallas, 2022 

• Chair, SC21  Exhibitor Forum, St Louis, 2021 

• General Co-chair, IEEE/ACM Conference on Utility and Cloud Computing (UCC),  2021 

• Technical Program Chair, IEEE Cluster Conference, Virtual, 2021 

• SC19  Exhibits Chair,  Denver 2019  

• Track co-chair, 17th IEEE/ACM International Symposium on Cluster, Cloud and Grid 
Computing (CCGrid 2019), Cyprus 

• Chair, Birds of a Feather, SC’18, Dallas, November 2018 

• Chair, Housing, SC’17,  Denver, November 2017 

• Vice-Chair of Program Committee, 12th International Conference on Parallel Processing and 
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Program 
Committee 

Member 

Applied Mathematics (PPAM), Lublin, Poland, September 2017 

• Chair, Workshops, SC’16 Technical Program, Salt Lake City, November 2016 

• Deputy Chair, Housing, SC’16, Salt Lake City, November 2016 

• Chair, Posters, Cluster 2016, Taipei Taiwan, September 2016 

• Co-Chair, Technical Papers, SC’15 Technical Program, Austin, TX, November 2015 

• Vice-Chair of Program Committee, 11th International Conference on Parallel Processing and 

Applied Mathematics (PPAM), Krakow, Poland, September 2015 

• Co-chair, Tutorials, 8th IEEE/ACM International Conference on Utility and Cloud Computing, 

Cyprus, December 2015 

• Co-area chair for the SC’14 Technical Program (Clouds and Distributed Computing area),  

New Orleans, 2014 

• Vice Program Chair, International Conference on Parallel Processing and Applied 
Mathematics. PPAM, Poland, September 2013  

• Chair, Global Grid Forum Workflow Management Research Group, 2003-2010 

• Co-Chair NSF Workshop SDCI/STCI as the Software Supply Chain of the National 
Cyberinfrastructure Workshop, January 2010 

• Mentor for the CRA-W Distributed Research Experiences for Undergraduates (DREU) 
program, 2008, 2010 

• Co-Chair, Workshop on Workflows in Support of Large-Scale Science, in conjunction with SC 
2008, SC 2009, and 2010 

• Founder and Chair, Workshop on Workflows in Support of Large-Scale Science, in 
conjunction with HPDC 2006, and 2007 June 2006 & 2007 

• Co-Guest Editor, Scientific Programming Journal, Special issue on Dynamic Computational 
Workflows: Discovery, Optimization, and Scheduling, 2007 

• Co- Guest Editor Journal of Grid Computing, Special Issue dedicated to Workflow 
Management in Grids, 2006  

• Co-Editor, Workflows in e-Science book, Springer 2007 

• Workshop Chair Applications and Middleware Grid Workshop, September 2005 

• Lecturer, Global Grid Forum Summer School, July 2004 

• Organizing Committee Member, GGF Workshop on Workflows in Grids, 2004. 

• Co-Editor of the Special Issue of the Scientific Programming Journal devoted to Grid 
Computing, Volume 10, Number 2, 2002. 

• Workshop Chair, Applications Grid Workshop, September 2003, 2005, 2007 

• Panel member at the International Conference on Dependable Systems and Network panel 
on "Dependability and the Grid", June 2002. 

• Technical Board member of the Gridlab project, an EU funded project. 

• General Co-Chair, of the 15th Workshop on Parallel and Distributed Simulation, PADS2001, 
Lake Arrowhead, CA, 2001. 

• Organizer  So-Cal Seminar on Parallel Computing Systems, January 22,  1999. 

• Organizing Committee Chair, Third Workshop on Languages, Compilers, and Run-Time 
Systems for Scalable Computers held at Rensselaer Polytechnic Institute, May 1995.  

• Pipelink Project Member, Lectured high-school students about research performed in 
Computer Science. The goal of this project is to interest and support young women in 
Computer Science, 1995.  

 
 

• ISC High Performance Conference, Tutorials Committee Member, Hamburg, 2023 

• ISC Jack Dongarra Early Career Award Committee  Member, Hamburg, 2023 

• SC21  ACM Graduate Posters Committee Member, St Louis, 2021  
• SC20 ACM Graduate Posters Committee Member, Virtual, 2020 

• SC20 Tutorials Committee Member, Virtual, 2020 
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• SC19 Tutorials Committee Member, Denver 2019 

• 17th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGrid 
2018)The 1st Workshop on Infrastructure for Workflows and Application Composition 
(IWAC), 2019, Cyprus, co-area chair for Scheduling and Resource Management. 

• 16th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGrid 
2018), Washington, DC 

• The 12Th Workshop on Workflows in Support of Large-Scale Science, Denver, November 2017 

• SuperComputing’17, Denver, November 2017 

• 13th IEEE International Conference on eScience, 2017, Auckland, NZ 

• 17th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing, 2017 

• AMGCC 2017 (The 5th International Workshop on Autonomic Management of high 
performance Grid and Cloud Computing), Tucson, AZ, 2017 

• ICPP-2017 (46th International Conference on Parallel Processing), Bristol, UK 

• The International Supercomputing Conference (ISC),  2016, Germany 
• 16th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGrid 

2016), Columbia 

• 30th IEEE International Parallel & Distributed Processing Symposium (IPDPS), 2016, Chicago 

• The 11Th Workshop on Workflows in Support of Large-Scale Science, Denver, November 2016 

• 11th IEEE International Conference on eScience, 2015, Germany 

• The 10Th Workshop on Workflows in Support of Large-Scale Science, Denver, November 2015 

• Best Paper Committee Member, SC’14 New Orleans, 2014 

• 10th IEEE International Conference on eScience, 2014, Brazil 
• 14th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing, 2014 

• The 9Th Workshop on Workflows in Support of Large-Scale Science, Denver, November 2014 

• 2nd Workshop on Sustainable Software for Science: Practice and Experiences in conjunction 
with SC’14, 2014 

• 9th IEEE International Conference on eScience, 2013 
• 13th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing 

• The 8Th Workshop on Workflows in Support of Large-Scale Science, Denver, November 2013 

• First Workshop on Sustainable Software for Science: Practice and Experiences (WSSSPE), 
Denver, CO 2013 

• IEEE Big Data 2013, Santa Clara, CA, October 2013 

• The 8th International Conference on P2P, Parallel, Grid, Cloud and Internet Computing, 
Compiegne, France, October 2013 

• International Conference on Cloud and Green Computing, Karlsruhe, Germany, September, 
2013 

• AMGCC’13 (The 1st International Workshop on Autonomic Management of Grid and Cloud 
Computing), Miami, Florida, August, 2013 

• Grid and Cloud Computing in Biomedicine and Life Sciences, Porto, Portugal, June 2013 

• BIGPROV'13: International Workshop on Managing and Querying Provenance Data at Scale,  
Genoa, March 2013, Italy 

• Workshop on Workflows in Support of Large-Scale Science, in conjunction with SC 2012, Salt 
Lake City, November 2012 

• The 5th IEEE/ACM International Conference on Utility and Cloud Computing, Chicago, IL 
November 2012 

• The 12th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGrid) 
2012, Ottawa, Canada, May 2012 

• Scientific and Statistical Database Management Conference 2011, Portland Oregon 

• HPDC 2011, San Jose, CA, 2011 

• Workshop on Workflows in Support of Large-Scale Science, in conjunction with SC 2011 

• Data Intensive Computing in the Clouds (DataCloud2011), San Jose, CA, 2011 

• IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing  (CCGrid 2011), 
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Newport Beach, CA, 2011 

• IPDPS 2011 PhD forum, Anchorage, Alaska, 2011 

• IPDPS 2011, Anchorage Alaska, 2011 

• e-Science 2010, Brisbane, Australia, 2010 

• SC 2010, New Orleans, 2010 

• CCGrid 2010, Australia, May 2010 

• Grid 2010, Brussels, Belgium, October 2010 

• 4th Int’l Workshop on Workflow systems in e-Science (WSES09), Shanghai, China, 2009 

• High Performance Distributed Computing (HPDC 2009), Garching, Germany, June 2009 

• SC 2008, Austin Texas, November 2008 

• Grid 2008, Tsukuba, Japan, September 2008 

• High Performance Distributed Computing (HPDC 2008), Boston, MA, June 2008 

• e-Science 2007, Bangalore, India, December 2007 

• NSF/Mellon Workshop on Scientific and Scholarly Workflow. Oct 3-5, 2007, Baltimore, MD 

• CoreGRID Workshop on Grid Middleware, Dresden, June 18-19, 2007 

• High Performance Distributed Computing (HPDC 2007), Monterey Bay California, June 27-29  

• IEEE International Conference on Grid Computing  (Grid 2007) (Vice Program chair for 
Scheduling, Resource Management and Runtime Environments ), Grid 2006, Grid 2005 

• Second International Conference on Grid computing, high-performance 
and Distributed Applications" (GADA'07) 

• Workflow Systems in e-Science 2007, International Conference on Computational Science 
(ICCS2007)  

• The 13th International Conference on Parallel and Distributed Systems, Hsintu, Taiwan, 
December 2007 

• 3rd International Workshop on Grid and Peer-to-Peer based Workflows (GPWW), Brisbane, 
Australia, 2007 

• IEEE International Symposium on Cluster Computing and the Grid, CCGrid 2007, 2006, 2005 

• CoreGRID Workshop on Grid Middleware 2006 

• First International Multiconference on Computer Science and Information Systems 

• The 2006 International Conference on High Performance Computing and Communications, 
Grid and cluster computing topic. 2006. 

• International Workshop on Workflow Systems in Grid Environments (WSGE06), October 21-
23, 2006, Changsha, China. 

• Challenges of Large Applications in Distributed Environments Workshop, CLADE 2009, 2008, 
2007, 2006, 2005, 2004, 2003 

• Fourth International Symposium on Parallel and Processing and Applications (ISPA'06), 
(Software and Applications Track), Sorrento, Italy, December 2006. 

• 2nd International Workshop on Grid and Peer-to-peer based Workflows (GPWW 
2006) ,Vienna, Austria on September, 2006, and 2005 

• Scientific workflow management in e-Science,  in conjunction with the International 
Conference on Computational Science   (ICCS2006), May 2006. 

• Statistical and Scientific Database Management (SSDBM) ,  2006, 2005 

• ICIW 2006 Web Service-based Systems and Applications track, February 2006 

• International Workshop on Scientific Instruments and Sensors on the Grid, December 2005. 

• Semantic Infrastructure for Grid Applications at CCGrid 2005 

• European Grid Conference 2005 

• Workshop on Web and Grid Services for Scientific Data Analysis (WAGSSDA), to be held in 
conjunction with the International Conference on Parallel Processing (ICPP-2005) 

• IEEE International Conference on Services Computing (SCC 2004) 

• International Conference on Semantics for a Networked World 2004 

• 2nd European Across Grids Conference, 2004 

• SC 2003, November 2003 
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Post Doctoral                                       
Advisor 

 

 

 

 

 PhD Advisor 

 

 

 

 

 

 

 

 

PhD Committee 
Member 

 

 

 

 

 

 

 

 

 

 

 

 

Reviewer 

 

 

 

 

 

 

Advisory Board 
Member 

• Heterogeneous Computing Workshop, 2003, 2004  
 
 

• Loïc Pottier, USC 

• Rafael Ferreira da Silva, USC 

• Dariusz Krol, Samsung, Poland 

• Rubing Duan, AStaR,  Singapore 

 

• Patrycja Krawczuk 

• Tu Mai Anh Do 

• George Papadeimitriou  

• Gideon Juve, SpaceX 
• Weiwei Chen, Google 

• Gurmeet Singh, NetApps 

 

• Habilitation Committee Member, Frederic Suter, ENS Lyon, 2014 
 

• Jérôme Gurhem, University of Lille, France, 2020 

• Valentin Honoré, Université de Bordeaux, France, 2020 

• Carl Witt, Humboldt-Universität zu Berlin, Germany 2020 

• Alexey Ilyushkin, Delft University of Technology, Netherlands, 2019 

• Alexandru Uta, Vrije Universiteit, Amsterdam, Netherlands, 2017 

• Gonzalo Rodrigo, Umea University, Sweden, 2017 

• Matthew Brown, USC, Los Angeles, CA 2014 
• Ozan Sonmez, Delft University, Netherlands, 2010 

• Ivona Brandic, Technische Universität Wien, Austria, 2007 

• Paul Roth, University of South Hampton, 2007 

• Houda Lamehamedi, Rensselaer Polytechnic Institute, 2002. 

• External Examiner for Masters’ Candidate, McGill University, 2002. 
 

 

Reviewer for journals such as the Journal of Grid Computing, Future Generations of Computer 
Systems, Journal of Parallel and Distributed Computing, IEEE Intelligent Systems, Informatica, IEEE 
Transactions on Parallel and Distributed Systems, Concurrency and Computation: Practice and 
Experience, ACM Computing Surveys 

 

Reviewer for DOE, NSF, NIH, University of California Office of the President, INRIA, and European 
Commission, and other EU funding agencies. 

 
 
Workflows Community Initiative, 2021 –  
Trusted CI, an NSF Cybersecurity Center of Excellence, 2019 –  

Sano – Centre for Computational Personalised Medicine, Krakow, Poland 2019-  

FONDA – Foundations of Workflows for Large-Scale Scientific Data Analysis, Berlin, Germany 2020- 

The Institute of Electronics, Communications and Information Technology (ECIT), 

Queen’s University Belfast, 2018 -  

NanoHub Project, https://nanohub.org/  2015-  2018 

National Biomedical Computation Resource (NBCR) Project,  http://nbcr.ucsd.edu/,  2016 – 2018 

 

https://nanohub.org/
http://nbcr.ucsd.edu/
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Subject Matter Expert, NIH Stimulating Peripheral Activity to Relieve Conditions (SPARC) Program 
2018-  
 

 

 

KEYNOTES  

AND  

INVITED TALKS 

  
 

• Center for High Performance Computing (CHPC) National Conference, Keynote, Pretoria, South 
Africa, December 2022 

• IEEE International Conference on Cloud Engineering (IC2E), Keynote, Pacific Grove, September 
2022 

• Euro-Par’22, Keynote, Glasgow, UK, August 2022 

• International Workshop on Parallel Programming Models and Systems Software for High-End 
Computing, Keynote, (Virtual), August 2022 

• IEEE/ACM International Conference on Utility and Cloud Computing (UCC) (Virtual) 2020 

• Euro-Par’20, Keynote, (Virtual), December 2020 

• SC’19  invited  talk, Denver, CO, November 2019 

• Computer Science Department, Manchester University, November 2018, Manchester, UK, 

• Cracow Grid Workshop (CGW), October 2018, Krakow, Poland, 

• eResearch Australasia Conference, October 2017, Brisbane, Australia 

• Workshop on Sustainable Software for Science: Practice and Experiences (WSSSPE5.2), October 
2017, Auckland, NZ 

• Workshop on Clusters, Clouds, and Data for Scientific Computing, October 2016, Lyon, France 

• International Workshop on HPC Architecture, Software, and Applications at an Extreme Scale, 
September 2016, Wuxi, China. 

• Smoky Mountains Computational Sciences and Engineering Conference, September 2016, 
Gatlingburg, TN  

• Workshop on Modeling & Simulation of Systems and Applications, August 2016, Seattle, WA. 

• CRA-W/CDC Distinguished Lecture event at the Southeast Women in Computing Conference 
(SEWIC), November, 2015 

• Panelist at the White House National Strategic Computing Initiative Workshop, October 2015 

• 11th IEEE International Conference on eScience, August 2015, Germany 

• 6th Workshop on Scientific Cloud Computing, Portland, OR, June 2015 

• 24th International Symposium High Performance and Distributed Computing, Portland, OR, 
June 2015 

• Supercomputing Frontiers 2015, March 2015 
• Oak Ridge National Laboratory, Seminar, September 2014 

• University of Queensland /Monash University (MURPA/QURPA) Seminar, Summer 2014 

• Sonoma State University, CA, Computer Science Colloquium, Spring 2014 

• International Conference on Parallel Processing and Applied Mathematics. PPAM, Torun, 
Poland, September 2013 (keynote) 

• Focused Technical Workshop on Network Issue for Life Sciences Research – LLNL, July 2013 
(invited talk) 

• Laurence Berkeley National Laboratory, “Workflow Technologies for Science Automation”, 
Berkeley, CA, May 2013  (invited talk) 

• AGH University of Science and Technology, “Science Platforms: Managing Workloads and 
Resources”, Krakow, Poland, March 2013 (invited talk) 

• Panel Member, CENIC 100G and Beyond Workshop, San Diego, CA, March 2013 

• Polish-Japanese Institute of Information Technology, “Science Platforms: Research and 
Technologies to Computational Science in Virtual Environments”, Warsaw, Poland, March 2013, 
(seminar) 

• Institute of Fundamental Technological Research, Polish Academy of Sciences, “Science 
Platforms: Managing Computational Workloads and Resources”, Warsaw, Poland, March 2013, 
(Distinguished Lecture) 

• HUBbub’12, “Managing Workflows Within HUBzero: How to Use Pegasus to Execute 
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Computational Pipelines”, Indianapolis, Indiana, September 2012 (keynote) 

• Clusters, Clouds, and Data for Scientific Computing, 2012, “Hosted Science: How to support 
complex scientific applications on the cloud”, Lyon Franc, September 2012 (invited talk) 

• EuroPar’12, Rhodes, Greece, August 2012, (keynote) 

• Invited Lecture Series, AGH University of Science and Technology, Krakow, Poland, March 2012 

• The 6th Workshop on Workflows in Support of Large-Scale Science, Seattle, November 2011, 
(keynote) 

• USC Global Conference, Hong Kong, October 2011 (panelist, The Grand Challenges of 
Engineering) 

• International Supercomputing Conference (ISC) Cloud Conference, Mannheim, Germany, 
September 2011 

• International Conference on Parallel Processing and Applied Mathematics. PPAM, Torun, 
Poland, September 2011 (keynote) 

• Cracow Grid Workshop, Cracow, Poland, October 2010. (keynote) 

• International Conference on Parallel Processing and Applied Mathematics. PPAM, Wroclaw, 
Poland , September 2009  

• Cracow Grid Workshop, Cracow, Poland, October 2008. (keynote) 

• CoreGrid Workshop, Crete, Greece, April 2008.  

• AAAI Spring Symposium on Semantic Scientific Knowledge Integration, Stanford University, 
March 2008. 

• The International Workshop on Performance Analysis and Optimization of High-End Computing 
Systems, in conjunction with SC’07, November 2007 

• International Conference on Parallel Processing and Applied Mathematics. PPAM, Gdansk, 
Poland , September 2007 

• Computer Science Department Colloquium, Southampton University, UK April 2007 

• Computer Science Department Colloquium , King’s College, London, UK, April 2007 

• Colloquium, University of Vienna, Austria, June 2007 

• Workshop on Scientific Workflows and Business workflow standards in e-Science, in 
Conjunction with e-Science 2006, Amsterdam, December 2006 

• Workflow Optimization in Distributed Environments, Edinburgh, October 2006 

• Manchester University, School of Computer Science Seminar, October 2006 

• Louisiana  State University, Computer Science Department Seminar, September 2006 

• Cyberinfrastructure for Ocean Observations Workshop, September 2006 

• Partnerships in Innovation:  Serving a Networked Nation conference, National Archives and 
Records Administration, November 2004 

• Astronomical Data Analysis Software & Systems (ADASS), October 2004 

• SC4DEVO: Service Composition for Data Exploration in the Virtual Observatory, July 2004 
• SSDBM 04 panel on Data Management on the Grid, June 2004 

• Ground System Architectures Workshop (GSAW 2004), April 2004 

• SDSC Computational Science Seminar Series (CSSS)., January 2004 

• Rensselaer Polytechnic Institute, GriPhyN: Data-Intensive Science in Grid Environments, Troy, 
NY, January 2002. 

• VIRGO Laboratory, GriPhyN (Grid Physics Network) and LIGO: Data-Intensive Science in Grid 
Environments, Cascina, Italy, September 2001. 

• International Conference on Parallel Processing and Applied Mathematics. GriPhyN (Grid 
Physics Network): Enabling Data Intensive Science in Grid Environments. Naleczow, Poland, 
September 2001. 

• Poznan Supercomputing and Networking Center, GriPhyN: Data-Intensive Science in Grid 
Environments, Poznan,  Poland, September 2001. 

• Mardi Gras Conference, GriPhyN (Grid Physics Network): Building a Data Grid Infrastructure for 
Experimental Physics, Baton Rouge, LA, February 2001. 

• University of Texas at El Paso, MPI-Sim, an MPI Simulator in POEMS (Performance Oriented 
End-to-End Modeling System), El Paso, TX, August 2000. 
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• USC/ISI, POEMS: Performance Oriented End-to-End Modeling System, Marina Del Rey, CA, July 
2000. 

• Aerospace Corporation, Optimization in Parallel Discrete Event Simulation, Los Angeles, CA, July 
1997. 

• Institute of Fundamental Technological Research, Polish Academy of Sciences, Performance 

Optimization in Parallel Discrete Event Simulation, Warsaw, Poland, June 1997. 

 

TEACHING 
ACTIVITIES 

 • Guest Lecturer at the USC Computer Science Department 

• Lecturer at the 2nd Karlsruhe Summer School on Service Research, September 2013 

• Guest Lectures at the AGH University of Science and Technology, March 2013 

• USC, Computer Science Department, CS 599 Introduction to Grid Computing (Graduate level), 
Fall 2007 

• UCLA, Department of Computer Science, Guest Lecturer 
o CS 133, Parallel and Distributed Programming, an undergraduate level course in parallel 

programming. It covers architectural and language models of parallelism. The emphasis 
is learning to write parallel programs. Winter Term 1998, and 1999. 

o CS 233A, Parallel Programming, graduate course in parallel programming that covers in 
more depth the topics of CS 133. Emphasis is on examining state of the art research and 
individual research projects. Winter Term 1998, and 1999. 

o CS 239, Parallel Simulation, a follow-up course to CS 233A. Spring Term 1998. 

   
 

MEDIA 
CITATIONS 

 • “CI Compass one of five research institutions to receive HPCwire Readers’ Choice Award”, 
https://ci-compass.org/news-and-events/news/ci-compass-one-of-five-research-institutions-
to-receive-hpcwire-readers-choice-award/, November 2021 

• “ISI Researchers Receive $8 Million from NSF for Cyberinfrastructure Center of Excellence”, 
https://viterbischool.usc.edu/news/2021/09/isi-researchers-receive-8-million-from-nsf-for-
cyberinfrastructure-center-of-excellence/, September 2021 

• “Researchers Across the US will Support NSF Major Facilities in their Data Lifecycle 
Management Efforts Through New NSF-funded Center of Excellence”, 
https://www.isi.edu/cst/news/42179/researchers-across-the-us-will-support-nsf-major-
facilities-in-their-data-lifecycle-management-efforts-through-new-nsf-funded-center-of-
excellence , July 2021 

• “Looking For An Internship as a High School Student? Read About Kelsie’s Experience at USC 
ISI”, https://www.isi.edu/cst/news/38807/looking-for-an-internship-as-a-high-school-student-
read-about-kelsies-experience-at-usc-isi, May 2021  

• “The Arecibo Observatory, UCF, TACC, the University of Puerto Rico, EPOC, Globus, CICoE Pilot 
partner to move telescope data to Ranch system”, https://www.tacc.utexas.edu/-/continuing-
arecibo-s-legacy, April 2021 

• “George Papadimitriou Wins PEARC20 Award for Creating System for Facilitating Efficiency of 
Research”, https://www.isi.edu/cst/news/40213/george-papadimitriou-wins-pearc20-award-
for-creating-system-for-facilitating-efficiency-of-research, December 2020 

• “Researchers Develop Platform to Improve Weather Forecasting”, 
https://www.isi.edu/cst/news/28256/researchers-develop-platform-to-improve-weather-
forecasting, March 2020  

• “Pegasus research team discovers errors for a win” 
https://viterbischool.usc.edu/news/2020/01/pegasus-research-team-discovers-errors-for-a-
win/, January 2020 

• “Ewa Deelman Named AAAS Fellow” https://viterbischool.usc.edu/news/2019/11/ewa-
deelman-named-aaas-fellow/, November 2019 

• “Four USC professors selected as fellows of renowned scientific society AAAS”, 
https://news.usc.edu/163211/four-usc-professors-aaas-fellows-scientific-society/, November 
2019 

https://ci-compass.org/news-and-events/news/ci-compass-one-of-five-research-institutions-to-receive-hpcwire-readers-choice-award/
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https://viterbischool.usc.edu/news/2021/09/isi-researchers-receive-8-million-from-nsf-for-cyberinfrastructure-center-of-excellence/
https://www.isi.edu/cst/news/42179/researchers-across-the-us-will-support-nsf-major-facilities-in-their-data-lifecycle-management-efforts-through-new-nsf-funded-center-of-excellence
https://www.isi.edu/cst/news/42179/researchers-across-the-us-will-support-nsf-major-facilities-in-their-data-lifecycle-management-efforts-through-new-nsf-funded-center-of-excellence
https://www.isi.edu/cst/news/42179/researchers-across-the-us-will-support-nsf-major-facilities-in-their-data-lifecycle-management-efforts-through-new-nsf-funded-center-of-excellence
https://www.isi.edu/cst/news/38807/looking-for-an-internship-as-a-high-school-student-read-about-kelsies-experience-at-usc-isi
https://www.isi.edu/cst/news/38807/looking-for-an-internship-as-a-high-school-student-read-about-kelsies-experience-at-usc-isi
https://www.tacc.utexas.edu/-/continuing-arecibo-s-legacy
https://www.tacc.utexas.edu/-/continuing-arecibo-s-legacy
https://www.isi.edu/cst/news/40213/george-papadimitriou-wins-pearc20-award-for-creating-system-for-facilitating-efficiency-of-research
https://www.isi.edu/cst/news/40213/george-papadimitriou-wins-pearc20-award-for-creating-system-for-facilitating-efficiency-of-research
https://www.isi.edu/cst/news/28256/researchers-develop-platform-to-improve-weather-forecasting
https://www.isi.edu/cst/news/28256/researchers-develop-platform-to-improve-weather-forecasting
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https://news.usc.edu/163211/four-usc-professors-aaas-fellows-scientific-society/
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• USC professors recognized for work in a variety of scientific fields,  
http://www.uscannenbergmedia.com/2019/12/05/usc-professors-recognized-for-work-in-a-
variety-of-scientific-fields/ , December 2019  

• “USC ISI To Pilot Cyberinfrastructure Center of Excellence for NSF’s Largest Scientific Facilities”, 
https://viterbischool.usc.edu/news/2018/10/usc-isi-to-pilot-cyberinfrastructure-center-of-
excellence-for-nsfs-largest-scientific-facilities/, October 2018 

• “ISI Research Director Ewa Deelman Named IEEE Fellow”, https://www.isi.edu/news/story/334, 
USC/ISI Jan 2018 

• “Nobel Prize-winning discovery on gravitational waves came about with contributions from USC 
scientists”, USC https://news.usc.edu/129550/nobel-prize-winning-discovery-on-gravitational-
waves-came-about-with-contributions-from-usc-scientists/, USC, Oct. 2017 

• “ISI's Pegasus Program Contributed to New Gravitational-Wave Detector Discovery”,  
https://www.isi.edu/news/story/323, USC/ISI, October 2017 

• “Super-Efficient Workflows, Deelman is impacting science applications”, IEEE Women in 
Engineering Magazine, June 2017 

• “Recipients of ISI's Institute Achievement Award Announced”, 
https://www.isi.edu/news/year/2017 USC/ISI, Jan 2017 

•  “Ewa Deelman and Yolanda Gil co-author Science Article on Reproducibility”,  
http://www.isi.edu/news/story/278, USC/ISI, December 2016 

• “How ISI’s Pegasus helped scientists make the discovery of the century” , USC Viterbi School of 
Engineering,  http://viterbi.usc.edu/news/news/2016/isi-gravitational-waves-software-
pegasus.htm, Feb 2016 

• “Caltech wasn’t the only SoCal school helping discover gravitational waves”, mentions the use 
of Pegasus for managing workflows used to discover gravitational waves, Southern California 
NPR Station: KPCC,  February 11, 2016   http://www.scpr.org/news/2016/02/11/57446/caltech-
wasn-t-the-only-socal-school-helping-disco/  

• Ewa Deelman Awarded Prestigious HPDC Honor,  September 2015,  
http://www.isi.edu/news/story/251  

• CENIC Star Performer: Ewa Deelman, USC, January 2014, http://www.cenic.org/p=1554/  

• Project ADAMANT Wins Innovations in Networking Award for XD Apps, March 13, 2013, 
http://www.cenic.org/p=356/  

• How can we use HPC platforms to help dig out new exoplanets?, iSGTW, April 3, 2013, 
http://www.isgtw.org/feature/how-can-we-use-hpc-platforms-help-dig-out-new-exoplanets  

• Pegasus project leader, White House advanced manufacturing adviser to speak at HUBzero 
conference, iTap Newsroom (Purdue IT News), July 2012 
https://hubzero.org/news/hubbub2012-speakers  

• $27 million award bolsters research computing grid, R&D Magazine, June 2012 
http://www.rdmag.com/news/2012/06/27-million-award-bolsters-research-computing-grid  

• NHGRI broadens sequencing program focus on inherited diseases, medical applications,  NIH 
News, July 2012 https://www.genome.gov/27546261  

• Grants to USC Faculty Top $100 Million, USC News, November 11, 2009, 
http://uscnews.usc.edu/university/grants_to_usc_faculty_top_100_million.html  

• ISI Researchers Will Support New Brain Gene Expression Project, ISI News, November 2, 2009   
http://www3.isi.edu/about-news_story.htm?s=220  

• USC Neuroscientists to Map Gene Expression, USC News, October 5, 2009 
http://uscnews.usc.edu/science_technology/usc_neuroscientists_to_map_gene_expression.ht
ml  

• Viterbi School's ISI Part of FutureGrid Test Bed,  USC Viterbi News, September 2009 
http://viterbi.usc.edu/news/news/2009/viterbi-school-s213206.htm  

• ISI Part of FutureGrid Test Bed, ISI News, September 11, 2009 http://www3.isi.edu/about-
news_story.htm?s=216  

• Image of the week - Earth-quaking science in Hollywood, international Science Grid this Week, 
iSGTW online, January 2008, http://www.isgtw.org/?pid=1000848  

http://www.uscannenbergmedia.com/2019/12/05/usc-professors-recognized-for-work-in-a-variety-of-scientific-fields/
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https://viterbischool.usc.edu/news/2018/10/usc-isi-to-pilot-cyberinfrastructure-center-of-excellence-for-nsfs-largest-scientific-facilities/
https://www.isi.edu/news/story/334
https://news.usc.edu/129550/nobel-prize-winning-discovery-on-gravitational-waves-came-about-with-contributions-from-usc-scientists/
https://news.usc.edu/129550/nobel-prize-winning-discovery-on-gravitational-waves-came-about-with-contributions-from-usc-scientists/
https://www.isi.edu/news/story/323
https://www.isi.edu/news/year/2017
http://www.isi.edu/news/story/278
http://viterbi.usc.edu/news/news/2016/isi-gravitational-waves-software-pegasus.htm
http://viterbi.usc.edu/news/news/2016/isi-gravitational-waves-software-pegasus.htm
http://www.scpr.org/news/2016/02/11/57446/caltech-wasn-t-the-only-socal-school-helping-disco/
http://www.scpr.org/news/2016/02/11/57446/caltech-wasn-t-the-only-socal-school-helping-disco/
http://www.isi.edu/news/story/251
http://www.cenic.org/p=1554/
http://www.cenic.org/p=356/
http://www.isgtw.org/feature/how-can-we-use-hpc-platforms-help-dig-out-new-exoplanets
https://hubzero.org/news/hubbub2012-speakers
http://www.rdmag.com/news/2012/06/27-million-award-bolsters-research-computing-grid
https://www.genome.gov/27546261
http://uscnews.usc.edu/university/grants_to_usc_faculty_top_100_million.html
http://www3.isi.edu/about-news_story.htm?s=220
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• Feature - Montage a rising star in grid-enabled sky mosaics, international Science Grid this 
Week, iSGTW online, December 2007, http://www.isgtw.org/?pid=1000731  

• Feature - Pegasus invites new communities to saddle up, international Science Grid this Week, 
iSGTW online, September 2007, http://www.isgtw.org/?pid=1000664  

• ISI Leads $13.8 Million E-Science Effort to Tame Terabyte Torrents, ISI News, 
http://www.isi.edu/news/news.php?story=165  

• Rensselaer Supercomputers Battle Lyme Disease, Rensselaer Polytechnic Institute Review Vol. 
17 No. 18, June 14, 1996 
 

 

GRANTS 

 • Co-PI ,“Track 2: Customized Multi-tier Assistance, Training, and Computational Help (MATCH) 
for End User ACCESS to CI, 5/1/2022- 4/30/2027, $10,491,277, NSF 

• PI, “Collaborative Research: OAC Core: Simulation-driven runtime resource management for 
distributed workflow applications, 10/1/2021 – 9/30/2024, $220,000, NSF 

• PI, Collaborative Research: Elements: Simulation-driven Evaluation of Cyberinfrastructure 
Systems, 01/01/2021 - 07/31/2024, $315,027, NSF 

• PI, “PosEiDon: Platform for Explainable Distributed Infrastructure 10/1/2021- 09/30/2024, 
$3,750,000, DOE 

• PI, CI CoE: CI Compass: An NSF Cyberinfrastructure Center of Excellence for Navigating the 
Major Facilities Data Lifecycle, 07/15/2021-06/30/2026, $8,000,000, NSF 

• PI, Collaborative Research: EAGER: VisDict - Visual Dictionaries for Enhancing the 
Communication between Domain Scientists and Scientific Workflow Providers, 5/15/2021 – 
4/14/2023, $100,000, NSF 

• Co-PI, “PPoSS: Planning: Performance Scalability, Trust, and Reproducibility: A Community 
Roadmap to Robust Science in High-throughput Applications”, 10/01/2020- 09/30/2021, 
$70,000, NSF 

• Co-PI, “CC* Integration-Large: An 'On-the-fly' Deeply Programmable End-to end Network-
Centric Platform for Edge-to-Core Workflows”, 10/01/2020 – 9/30/2022, $199,999, NSF  

• Sr. Personnel, “Partnership to Advance Throughput Computing (PATh)”, 10/01/2020 – 
9/31/2025, $1,296,000, NSF 

• PI, “Collaborative Research: EAGER: Leveraging Advanced Cyberinfrastructure and Developing 
Organizational Resilience for NSF Large Facilities in the Pandemic Era”, 9/1/2020 – 8/31/2022, 
$130,000, NSF 

• PI, “Collaborative Research: EAGER: Advancing Reproducibility in Multi-Messenger 
Astrophysics”, 8/1/2020 – 7/31/2021, $100,000, NSF 

• PI, “Connecting Large NSF Facilities Cyberinfrastructure Workshop”,  6/1/2019 -  5/31/2020, 
$96,402, NSF 

• PI, “Cyberinfrastructure Center of Excellence Pilot Study”, 10/01/2018 – 09/30/2020, 
$3,000,000, NSF 

• Co-PI, “CC* Integration: Delivering a Dynamic Network-Centric Platform for Data-Driven Science 
(DyNamo),  08/01/2018- 7/31/2020 , $330,000,  NSF 

• Sr. Personnel, Center for Genomic Studies on Mental Disorders, 3/01/2018 – 2/28/2023, 
$1,605,134, NIH 

• Co-PI, “CICI: SSC: Integrity Introspection for Scientific Workflows (IRIS)”, 09/01/2018 – 
8/31/2021, $350,000, NSF 

• PI, Collaborative Research: EAGER: Exploring and Advancing the State of the Art in Robust 
Science in Gravitational Wave Physics, 05/01/2018 – 4/30/2020; $75,000.00; NSF 

• PI, “ Panorama 360: Predictive Modeling and Diagnostic Monitoring of Extreme Science 
Workflows, 9/2017 – 8/2021, $1,275,000,  DOE. 

• PI, “SI2-SSI: Pegasus: Automating compute and data intensive science”, 4/1/17 – 3/31/23,  
$2,500,00, NSF 

• Co-PI, BIGDATA: IA: Collaborative Research: In Situ Data Analytics for Next Generation 
Molecular Dynamics Workflows, 10/1/2017-9/30/2021, $516,000, NSF 

http://www.isgtw.org/?pid=1000731
http://www.isgtw.org/?pid=1000664
http://www.isi.edu/news/news.php?story=165
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• Co-PI, “MINT: Model INTegration through Knowledge-Rich Data and Process Composition”, 
12/01/2017 – 11/30/2021, $12,979,881, DARPA 

• PI, “Repository and Workflows for Accelerating Circuit Realization (RACE)”,  4/2016- 7/2019, 
$3,793,062, DARPA 

• PI, “Big Data Meets HPC” 12/2016 – 08/2017,  $50,000, LLNL LDRD 

• Co-PI,  Collaborative Research: CICI: Secure and Resilient Architecture: Scientific Workflow 
Integrity with Pegasus, 09/2016- 8/2019; $290,000,  NSF 

• Sr. Personnel, XSEDE 2.0: Integrating, Enabling and Enhancing National Cyberinfrastructure with 
Expanding Community Involvement,  9/2016-8/2021, $480,000, NSF 

• Sr. Personnel, Natural Hazards Engineering Research Infrastructure: Computational Modeling 
and Simulation Center, 10/2016-9/2021, $433,340, NSF 

• PI, “A Data Analytics Approach to Improving Simulation Workflow”, 11/2015 - 05/2016, LLNL 
LDRD 

• PI, Predictive Modeling and Diagnostic Monitoring of Extreme Science Workflows, DOE, 
9/2014-8/2017, $3,824,927 

• Co-PI, CIF21 DIBBs: Domain-aware management of heterogeneous workflows: Active data 
management for gravitational-wave science workflows, NSF, 10/2014-9/2017, $444,850 

• PI, XSEDE Scientific Workflow Application Support Specialist, (XSEDE), 9/2013 – 06/2015, NSF, 
$220,000 

• Co_PI, The Center for Genomic Studies of Mental Disorders, 06/2013 – 05/2018, NIMH, 
$1,879,412 

• Co-PI, PAGE II Coordinating Center, 06/13 – 05/17, NHGRI, $435,999 

• PI, Collaborative Research: CC-NIE Integration: Transforming Computational Science with 

ADAMANT (Adaptive Data-Aware Multi-domain Application Network Topologies), January 
2013-December 2014, NSF, $204,070 

Integrating resource provisioning and workflow execution on Clouds. 

• Sr. Personnel, The Open Science Grid The Next Five Years: Distributed High Throughput 
Computing for the Nation’s Scientists, Researchers, Educators, and Students, August 2012-July 
2017, NSF,  $913,748 

Supporting computations on the Open Science Grid. 

• Co-PI dV/dt – Accelerating the rate of progress towards extreme scale collaborative Science, 
September 2012-August 2015, DOE, $744,606 

Conducting research in resource planning on dynamic resources for complex applications. 

• PI, SI2-SSI: Distributed Workflow Management Research and Software in Support of Science, 
April 2012-March 2016, NSF, $2,153,597 

Continued development and support of the Pegasus Workflow Management System. 

• Co-PI rSeq: Robust and Portable Workflow-based tools for mRNA and Genome re-sequencing, 
February 2012-December 2014, NIH, $338,330 

Developing and supporting RNA_Seq workflows. 

• Co-PI, EarthCube Community Workshop: Designing A Roadmap for Workflows in Geosciences, 
April 2012-March 2013, NSF, $15,432 

Organizing and participating in discussion on the future of the Geosciences cyberinfrastructure. 
• PI, The Role of Software and Software Institutes in Computational Science Over Time, October 

2012-September 2013, NSF $74,430  

Organizing a workshop regarding the future of Cyberinfrastructure.  

• Sr. Personnel, Geoinformatics: A Petascale Cyberfacility for Physics-Based Seismic Hazard 
Analysis (SCEC PetaSHA3 Project), NSF, July 2010-June 2012, $174,000 

Supporting the earthquake science workflows. 

• Sr. Personnel, Sustaining and Extending the Open Science Grid: Science Innovation on a 
PetaScale Nationwide Facility, NSF December 2009-August 2011, $128,000 

Providing user support for the project 

• PI, SDCI/STCI as the Software Supply Chain of the National Cyberinfrastructure Workshop, NSF, 
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2/1/2010- 1/31/2011, $89,968 

Organizing a workshop for the PI meeting for the NSF Office of Cyberinfrastructure SDCI and 
STCI programs 

• Co-PI, Transcriptional Atlas of Human Brain Development,  NIH, 9/1/2009-8/31/2011, $492,900 

Developing workflows for gene expression studies 

• Sr. Personnel, FutureGrid: An Experimental, High-Performance Grid Test-bed, NSF, 10/1/2009-
9/30/2013, $725,000 

Developing workflow technologies for virtual execution environments 
• PI, STCI: Middleware for Monitoring and Troubleshooting of Large-Scale Applications on 

National Cyberinfrastructure, NSF, 9/1/2009-8/31/2012, $1,875,830 

Developing efficient, online workflow monitoring and troubleshooting capabilities.  

• PI, STCI: Integrated Resource Provisioning Across the National Cyberinfrastructure in Support of 
Scientific Workloads, NSF, 9/1/09-8/31/2012, $1,611,038 

Developing tools that can provision computational resources in static and dynamics manner. 

• Co-PI DC: Medium: Intelligent Data Placement in Support of Scientific Workflows, NSF, 
09/01/2009-08/31/2012,  $405,000 

Developing algorithms for coupling workflow and data management systems.  

• Co-PI, Center for Genomic Studies of Mental Disorders, National Institutes of Health, 10/01/08 
-9/30/2013,  $2,250,000 

Development of the Cyberinfrastructure and workflow technologies for the coordinating center. 

• Sr. Personnel, Genomic Psychiatry Cohort, National Institutes of Health, 10/2008-9/2013, 
$300,000 

Development of the Cyberinfrastructure for a psychiatric study. 

• Co-PI, NHGRI EpiGenVar Coordinating Center, National Institutes of Health, 7/1/2008-
6/30/2012, $500,000 

Development of the Cyberinfrastructure and workflow technologies for the coordinating center. 

• PI, Supporting Ocean Modeling With Workflow Technologies,  Jet Propulsion Laboratory, 
6/1/2008-5/31/2009, $70,000 

Development of workflows for and ocean forecasting system. 

• PI, SDCI NMI Improvement: Pegasus: From Concept to Execution- - -Mapping Scientific 
Workflows onto the National Cyberinfrastructure, National Science Foundation, 09/01/2007 - 
08/31/2012, $1,700,000 

Hardening of the Pegasus workflow software that manages execution of complex scientific 
workflows on distributed resources. 

• PI, Designing Scientific Software one Workflow at a Time, National Science Foundation, 
10/1/2007-9/30/2010, $313,556.  

Exploring the use of the workflow paradigm in the context of large-scale software design. 

• Sr. Personnel, Cyberinfrastructure in Support of Research: A New Imperative,  National Science 
Foundation, 10/01/2004 - 09/30/2008, $250,000 

This project, lead by NCSA developed technologies necessary to support a wide range of NSF 
applications. 

• Co-PI,  Scalable Cross-Organization Threat and Event Discovery through Grid Workflows, Air 
Force Research Lab, 10/1/2006 - 9/30/2010,  $2,104,000 

This project, lead by ISI develops new techniques to optimize workflows representing large-scale 
data mining applications and to provide seamless access to distributed data sources. 

• Co-PI, CSR-AES: Collaborative Research: Intelligent Optimization of Parallel and Distributed 
Applications, National Science Foundation, 08/01/2006 – 07/31/2009,  $215,452. 

This project, lead by ISI develops new techniques to optimize workflows in distributed Systems.  

• Sr. Personnel, Enabling Earthquake System Science Through Petascale Calculations (PetaShake), 
National Science Foundation, 10/01/2007-9/30/2009, $200, 000.  

Providing a cyberinfrastructure and workflow technologies for earthquake science applications. 
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• PI, Pegasus: Supporting LIGO Workflows on the Open Science Grid, National Science 
Foundation, 11/1/2006 – 10/31/2007, $102,000 

This project, lead by ISI will enable efficient execution of gravitational-wave physics applications 
on large grid deployments in conjunction with the efficient data management. 

• Co-PI, Neuroscience: Collaborative Research (CRCNS): Assembling Visible Neurons for 
Simulations: Merging of High-throughput 3D Microscopies with Advanced Computational Tools, 
National Institute of Health (NIH), 10/01/2002 – 09/30/2006, $45,000 

This project, lead by SDSC, developed workflow software necessary to support complex 
tomographic image reconstruction on distributed resources. 

• PI, Towards Cognitive Grids: Knowledge-Rich Services for Autonomous Workflow refinement 
and Robust Execution, National Science Foundation, 12/15/2004 – 11/30/2006 ,$200,000 

This project examined the use of semantic technologies to describe resources and services on 
the grid. 

• Co-PI, WSW-06: 2006 Workshop on Challenges of Scientific Workflows, National Science 
Foundation, 05/01/2006 to 10/31/2007, $44,000 

Funding for the Workshop on the Challenges of Scientific Workflows 

 

 

PUBLICATIONS 

  

BOOK EDITOR  1. Workflows for e-Science: Scientific Workflows for Grids, Ian J. Taylor, Ewa Deelman, Dennis B. 
Gannon, Matthew Shields (Editors), Springer, January 2007 
 

JOURNALS  1. Coleman, T., Casanova, H., Pottier, L., Kaushik, M., Deelman, E., & Ferreira da Silva, R. (2022). 
WfCommons: A framework for enabling scientific workflow research and development. 
Future Generation Computer Systems, 128, 16–27. 
https://doi.org/10.1016/j.future.2021.09.043 

2. Do, T. M. A., Pottier, L., Ferreira da Silva, R., Caıńo-Lores Silvina, Taufer, M., & Deelman, E. 
(2022). Performance assessment of ensembles of in situ workflows under resource 
constraints. Concurrency and Computation: Practice and Experience. 
https://doi.org/10.1002/cpe.7111  

3. Papadimitriou, G., Lyons, E., Wang, C., Thareja, K., Tanaka, R., Ruth, P., Rodero, I., Deelman, E., 
Zink, M. and Mandal, A., 2021. Fair sharing of network resources among workflow ensembles. 
Cluster Computing, pp.1-19. https://doi.org/10.1007/s10586-021-03457-3  

4. Papadimitriou, G., Wang, C., Vahi, K., Ferreira da Silva, R., Mandal, A., Zhengchun, L., 
Mayani, R., Rynge, M., Kiran, M., Lynch, V. E., Kettimuthu, R., Deelman, E., Vetter, J. S., & 

Foster, I. (2021). End-to-End Online Performance Data Capture and Analysis for Scientific 

Workflows. Future Generation Computer Systems, 117, 387–400.  (Best Paper 2021) 
https://doi.org/10.1016/j.future.2020.11.024  

5. Do, T. M. A., Pottier, L., Caíno-Lores, S., Ferreira da Silva, R., Cuendet, M. A., Weinstein, H., 

Estrada, T., Taufer, M., & Deelman, E. (2021). A Lightweight Method for Evaluating In Situ 
Workflow Efficiency. Journal of Computational Science, 48, 101259. 

https://doi.org/10.1016/j.jocs.2020.101259    
6. Brown, D., Vahi, K., Taufer, M., Welch, V., & Deelman, E. (2021). Reproducing GW150914: the 

first observation of gravitational waves from a binary black hole merger. Computing in 
Science & Engineering. https://doi.org/10.1109/MCSE.2021.3059232   

7.  Gil, Y., Garijo, D., Khider, D., Knoblock, C. A., Ratnakar, V., Osorio, M., Vargas, H., Pham, M., 
Pujara, J., Shbita, B., Vu, B., Chiang, Y.-Y., Feldman, D., Lin, Y., Song, H., Kumar, V., 

Khandelwal, A., Steinbach, M., Tayal, K., … Shu, L. (2021). Artificial Intelligence for Modeling 

Complex Systems: Taming the Complexity of Expert Models to Improve Decision 
Making. ACM Transactions on Interactive Intelligent Systems, 11(2).  

8. Coleman, T., Casanova, H., Pottier, L., Kaushik, M., Deelman, E., & da Silva, R. F. (2021). 
WfCommons: A framework for enabling scientific workflow research and 

https://doi.org/10.1016/j.future.2021.09.043
https://doi.org/10.1002/cpe.7111
https://doi.org/10.1007/s10586-021-03457-3
https://doi.org/10.1016/j.future.2020.11.024
https://doi.org/10.1016/j.jocs.2020.101259
http://dx.doi.org/10.1016/j.future.2020.05.030
https://doi.org/10.1109/MCSE.2021.3059232
http://dx.doi.org/


01/01/2023 
 

Page | 16  Ewa Deelman, Ph.D. 

 

development. Future Generation Computer Systems. 
https://doi.org/https://doi.org/10.1016/j.future.2021.09.043 

9. E. Deelman, R. Ferreira da Silva, K. Vahi, M. Rynge, R. Mayani, R. Tanaka, W. Whitcup, and M. 
Livny, “The Pegasus Workflow Management System: Translational Computer Science in 
Practice,” Journal of Computational Science, 2020. 

10. R. Ferreira da Silva, H. Casanova, A. Orgerie, R. Tanaka, E. Deelman, and F. Suter, 
“Characterizing, Modeling, and Accurately Simulating Power and Energy Consumption of I/O-
intensive Scientific Workflows,” Journal of Computational Science, vol. 44, p. 101157, 2020. 

11. M. Kiran, C. Wang, G. Papadimitriou, A. Mandal, and E. Deelman, “Detecting Anomalous 
Packets in Network Transfers: Investigations using PCA, Autoencoder and Isolation Forest in 
TCP,” Machine Learning, 109, pages1127–1143, 2020 

12. L. Versluis, R. Mathá, S. Talluri, T. Hegeman, R. Prodan, E. Deelman, and A. Iosup, “The 
Workflow Trace Archive: Open-Access Data from Public and Private Computing 
Infrastructures,” IEEE Transactions on Parallel and Distributed Systems, vol. 31, iss. 9, pp. 
2170-2184, 2020., 

13. Wojcik, Genevieve L., Graff, Mariaelisa, ….  Deelman, Ewa , … Matise, Tara C. , North, Kari E. , 
Peters, Ulrike , Kenny, Eimear E. , Carlson, Christopher S. “Genetic analyses of diverse 
populations improves discovery for complex traits,” Nature, vol 570, number 7762, 2019 

14. A. Brinckman, E. Deelman, S. Gupta, J. Nabrzyski, S. Park, R. Ferreira da Silva, I. J. Taylor, and K. 
Vahi, “Collaborative Circuit Designs using the CRAFT Repository,” Future Generation Computer 
Systems, vol. 94, p. 841–853, 2019. 

15. E. Deelman, K. Vahi, M. Rynge, R. Mayani, R. Ferreira da Silva, G. Papadimitriou, and M. Livny, 
“The Evolution of the Pegasus Workflow Management Software,” Computing in Science 
Engineering, vol. 21, iss. 4, p. 22–36, 2019. 

16. R. Ferreira da Silva, S. Callaghan, T. M. A. Do, G. Papadimitriou, and E. Deelman, “Measuring 
the Impact of Burst Buffers on Data-Intensive Scientific Workflows,” Future Generation 
Computer Systems, vol. 101, p. 208–220, 2019. 

17. R. Ferreira da Silva, R. Filgueira, E. Deelman, E. Pairo-Castineira, I. M. Overton, and M. 
Atkinson, “Using Simple PID-inspired Controllers for Online Resilient Resource Management 
of Distributed Scientific Workflows,” Future Generation Computer Systems, vol. 95, pp. 615-
628, 2019. 

18. Sarah A. Pendergrass, Steven Buyske, Janina M. Jef, Alex Frase, Scott Dudek, Yuki Bradford, 
Jose-Luis Ambite, Christy L. Aver, Petra Buzkova,  Ewa Deelman, Megan D. Fesinmeyer, 
Christopher Haiman, Gerardo Heiss, Lucia, A. Hindorff, Chun-Nan Hsu, Rebecca D. Jackson, Yi 
Lin, Loic Le Marchand, Tara C. Matise, Kristine R. Monroe, Larry Moreland, Kari E. North, 
Sungshim L. Park, Alex Reiner, Robert Wallace, Lynne R. Wilkens, Charles Kooperberg, Marylyn 
D. Ritchie, Dana C. Crawford,  “Phenome-wide association study (PheWAS) in the Population 
Architecture using Genomics and Epidemiology (PAGE) study reveals potential pleiotropy”, 
PLoS One. 2019 Dec 31;14(12):e0226771. doi: 10.1371/journal.pone.0226771. 

19. M. Asch, T Moore, R. Badia, M.  Beck, P. Beckman, T.  Bidot, F.  Bodin, F. Cappello, A. 
Choudhary, B. de Supinski,  ",Big data and extreme-scale computing: Pathways to 
Convergence-Toward a shaping strategy for a future software and data ecosystem for 
scientific inquiry,” The International Journal of High Performance Computing Applications, 32, 
4, 435-479, 2018 

20. A. Brinckman, E. Deelman, S. Gupta, J. Nabrzyski, S. Park, R. Ferreira da Silva, I. J. Taylor, and K. 
Vahi, “Collaborative Circuit Designs using the CRAFT Repository,” Future Generation Computer 
Systems, vol. in press, 2018. 

21. T. H. Jordan, S. Callaghan, R. W. Graves, F. Wang, K. R. Milner, C. A. Goulet, P. J. Maechling, K. 
B. Olsen, Y. Cui, G. Juve, K. Vahi, J. Yu, E. Deelman, and D. Gill, “CyberShake Models of Seismic 
Hazards in Southern and Central California,” Seismological Research Letters, vol. 89, iss. 2B, p. 
875–876, 2018.) 

22. B. Tovar, R. Ferreira da Silva, G. Juve, E. Deelman, W. Allcock, D. Thain, and M. Livny, A Job 
Sizing Strategy for High-Throughput Scientific Workflows, IEEE Transactions on Parallel and 
Distributed Systems, Volume: 29, Issue: 2, Feb. 1, 2018. 

https://doi.org/https:/doi.org/10.1016/j.future.2021.09.043


01/01/2023 
 

Page | 17  Ewa Deelman, Ph.D. 

 

23. Abbott, B. P., et al. "Upper limits on gravitational waves from Scorpius X-1 from a model-
based cross-correlation search in Advanced LIGO data." The Astrophysical Journal 847.1 
(2017): 47. 

24. Abbott, Benjamin P., et al. "Search for intermediate mass black hole binaries in the first 
observing run of Advanced LIGO." Physical Review D 96.2 (2017): 022001. 

25. Abbott, Benjamin P., et al. "Search for gravitational waves from Scorpius X-1 in the first 
Advanced LIGO observing run with a hidden Markov model." Physical Review D 95.12 (2017): 
122003. 

26. Abbott, Benjamin P., et al. "First low-frequency Einstein@ Home all-sky search for continuous 
gravitational waves in Advanced LIGO data." Physical Review D 96.12 (2017): 122004. 

27. Abbott, Benjamin P., et al.  “All-sky search for periodic gravitational waves in the O1 LIGO 
data”, Physical Review D 96 (6), 062002 

28. LIGO Scientific Collaboration,  et al. "GW170104: observation of a 50-solar-mass binary black 
hole coalescence at redshift 0.2." Physical Review Letters 118.22 (2017): 221101. 

29. E. Deelman, T. Peterka, I. Altintas, C. D. Carothers, K. K. van Dam, K. Moreland, M. Parashar, L. 
Ramakrishnan, M. Taufer, and J. Vetter, The future of scientific workflows, The International 
Journal of High Performance Computing Applications, vol. 32 issue: 1, page(s): 159-175, 2017. 

30. E. Deelman, C. Carothers, A. Mandal, B. Tierney, J. S. Vetter, I. Baldin, C. Castillo, G. Juve, D. 
Krol, V. Lynch, B. Mayer, J. Meredith, T. Proffen, P. Ruth, and R. Ferreira da Silva, PANORAMA: 
An Approach to Performance Modeling and Diagnosis of Extreme Scale Workflows, 
International Journal of High Performance Computing Applications, vol. 31, iss. 1, pp. 4-18, 
2017. 

31. R. Ferreira da Silva, R. Filgueira, I. Pietri, M. Jiang, R. Sakellariou, and E. Deelman, A 
Characterization of Workflow Management Systems for Extreme-Scale Applications, Future 
Generation Computer Systems, vol. 75, pp. 228-238, 2017 

32. I. Santana-Perez, R. Ferreira da Silva, M. Rynge, E. Deelman, M. S. Perez-Hernandez, and O. 
Corcho, Reproducibility of Execution Environments in Computational Science Using Semantics 
and Clouds, Future Generation Computer Systems, vol. 67, pp. 354-367, 2017. 

33. V. Stodden, M. McNutt, D.H. Bailey, E. Deelman, Y. Gil, B. Hanson, M. A. Heroux, J. Ioannidis, 
M. Taufer, Enhancing reproducibility for computational methods, Science, 9 Dec. 2016:  1240-
1241 

34. W. Chen, R. Ferreira da Silva, E. Deelman, and T. Fahringer, Dynamic and Fault-Tolerant 
Clustering for Scientific Workflows, IEEE Transactions on Cloud Computing, vol. 4, iss. 1, pp. 
49-62, 2016. 

35. Ewa Deelman, Karan Vahi, Mats Rynge, Gideon Juve, Rajiv Mayani and Rafael Ferreira da Silva, 
Pegasus in the Cloud: Science Automation through Workflow Technologies, IEEE Internet 
Computing, 20:1, pp. 70-76, 2016.  

36. Idafen Santana-Perez, Rafael Ferreira da Silva, Mats Rynge, Ewa Deelman, Maria S. Perez-
Hernandez and Oscar Corcho, Reproducibility of Execution Environments in Computational 
Science Using Semantics and Clouds, Future Generation Computer Systems, January 2016. 

37. Piotr Bryk, Maciej Malawski, Gideon Juve and Ewa Deelman, Storage-aware Algorithms for 
Scheduling of Workflow Ensembles in Clouds, Journal of Grid Computing, p 1-20, 2015.  

38. Rafael Ferreira da Silva, Gideon Juve, Mats Rynge, Ewa Deelman and Miron Livny, Online Task 
Resource Consumption Prediction for Scientific Workflows, Parallel Processing Letters, 25:3, 
2015. 

39. Weiwei Chen, Rafael Ferreira da Silva, Ewa Deelman and Thomas Fahringer, Dynamic and 
Fault-Tolerant Clustering for Scientific Workflows, IEEE Transactions on Cloud Computing, 
vol.PP, no.99, pp.1-1, 2015. 

40. T. Glatard, L.B. Lewis, R. Ferreirra da Silva, R. Adalat, N. Beck, C. Lepage, P. Rioux, M.E. 
Rousseau, T. Sherif, E. Deelman, N. Khalili-Mahani, A.C. Evans. Reproducibility of 
neuroimaging analyses across operating systems. Front Neuroinform. 2015 Apr 24; 9:12. doi: 
10.3389/fninf.2015.00012.  

41. D Shungin, … Ewa Deelman (PAGE Consortium), New genetic loci link adipose and insulin 
biology to body fat distribution. Nature. 2015 Feb 12; 518(7538):187-196. doi: 



01/01/2023 
 

Page | 18  Ewa Deelman, Ph.D. 

 

10.1038/nature14132. 
42. Maciej Malawski, Kamil Figiela, Marian Bubak, Ewa Deelman and Jarek Nabrzyski, Scheduling 

Multilevel Deadline-Constrained Scientific Workflows on Clouds Based on Cost Optimization, 
Scientific Programming, 10.1155/2015/680271, 2015.  

43. Maciej Malawski, Gideon Juve, Ewa Deelman and Jarek Nabrzyski, Algorithms for Cost- and 
Deadline-Constrained Provisioning for Scientific Workflow Ensembles in IaaS Clouds, Future 
Generator Computer Systems, 02/2015; 48:1–18. DOI: 10.1016/j.future.2015.01.004. 

44. Ewa Deelman, Karan Vahi, Gideon Juve, Mats Rynge, Scott Callaghan, Philip J Maechling, Rajiv 
Mayani, Weiwei Chen, Rafael Ferreira da Silva, Miron Livny and Kent Wenger, Pegasus: a 
Workflow Management System for Science Automation, Future Generation Computer 
Systems,  46: p.17—35, 2015.  

45. Weiwei Chen, Rafael Ferreira da Silva, Ewa Deelman and Rizos Sakellariou, Using Imbalance 
Metrics to Optimize Task Clustering in Scientific Workflow Executions, Future Generation 
Computer Systems, 2014.  

46. McLennan, Michael, Steven Clark, Ewa Deelman, Mats Rynge, Karan Vahi, Frank McKenna, 
Derrick Kearney, and Carol Song. "HUBzero and Pegasus: integrating scientific workflows into 
science gateways." Concurrency and Computation: Practice and Experience (2014). 

47. Seyerle AA, Young AM, Jeff JM, Melton PE, Jorgensen NW, Lin Y, Carty CL, Deelman E, 
Heckbert SR, Hindorff LA, Jackson RD, Martin LW, Okin PM, Perez MV, Psaty BM, Soliman EZ, 
Whitsel EA, North KE, Laston S, Kooperberg C, Avery CL. Evidence of heterogeneity by 
race/ethnicity in genetic determinants of QT interval. Epidemiology. 2014 Nov;25(6):790-8.  

48. Park SL, Caberto CP, Lin Y, Goodloe RJ, Dumitrescu L, Love SA, Matise TC, Hindorff LA, Fowke 
JH, Schumacher FR, Beebe-Dimmer J, Chen C, Hou L, Thomas F, Deelman E, Han Y, Peters U, 
North KE, Heiss G, Crawford DC, Haiman CA, Wilkens LR, Bush WS, Kooperberg C, Cheng I, Le 
Marchand L. Association of Cancer Susceptibility Variants with Risk of Multiple Primary 
Cancers: The Population Architecture using Genomics and Epidemiology Study. Cancer 
Epidemiol Biomarkers Prev. 2014 Nov;23(11):2568-78.  

49. AR Wood … Ewa Deelman (PAGE Consortium), Defining the role of common variation in the 
genomic and biological architecture of adult human height. Nat Genet. 2014 Nov; 46(11): 
1173-86. doi: 10.1038/ng.3097. Epub 2014 Oct 5.  

50. Park SL, Fesinmeyer MD, Timofeeva M, Caberto CP, Kocarnik JM, Han Y, Love SA, Young A, 
Dumitrescu L, Lin Y, Goodloe R, Wilkens LR, Hindorff L, Fowke JH, Carty C, Buyske S, 
Schumacher FR, Butler A, Dilks H, Deelman E, Cote ML, Chen W, Pande M, Christiani DC, Field 
JK, Bickebller H, Risch A, Heinrich J, Brennan P, Wang Y, Eisen T, Houlston RS, Thun M, Albanes 
D, Caporaso N, Peters U, North KE, Heiss G, Crawford DC, Bush WS, Haiman CA, Landi MT, 
Hung RJ, Kooperberg C, Amos CI, Le Marchand L, Cheng I."Pleiotropic Associations of risk 
Variants identified for Other cancers With lung cancer risk: the PAGe and tricl consortia." 
Journal of the National Cancer Institute 106, no. 4 (2014): dju061. 

51. Kocarnik JM, Pendergrass SA, Carty CL, Pankow JS, Schumacher FR, Cheng I, Durda P, Ambite 
JL, Deelman E, Cook NR, Liu S, Wactawski-Wende J, Hutter C, Brown-Gentry K, Wilson S, Best 
LG, Pankratz N, Hong CP, Cole SA, Voruganti VS, Bůžkova P, Jorgensen NW, Jenny NS, Wilkens 
LR, Haiman CA, Kolonel LN, Lacroix A, North K, Jackson R, Le Marchand L, Hindorff LA, 
Crawford DC, Gross M, Peters U. "Multi-Ancestral Analysis of Inflammation-Related Genetic 
Variants and C-Reactive Protein in the Population Architecture using Genomics and 
Epidemiology (PAGE) Study." Circulation: Cardiovascular Genetics (2014): CIRCGENETICS-113. 

52. Lim U, Kocarnik JM, Bush WS, Matise TC, Caberto C, Park SL, Carlson CS, Deelman E, Duggan 
D, Fesinmeyer M, Haiman CA, Henderson BE, Hindorff LA, Kolonel LN, Peters U, Stram DO, 
Tiirikainen M, Wilkens LR, Wu C, Kooperberg C, Le Marchand L.,  Pleiotropy of cancer 
susceptibility variants on the risk of non-Hodgkin lymphoma: the PAGE consortium., PLoS 
One. 2014 Mar 5;9(3):e89791. doi: 10.1371/journal.pone.0089791. eCollection 2014. 

53. Malawski, Maciej, Kamil Figiela, Marian Bubak, Ewa Deelman, and Jarek Nabrzyski. "Cost 
Optimization of Execution of Multi-level Deadline-Constrained Scientific Workflows on 
Clouds." In Parallel Processing and Applied Mathematics, pp. 251-260. Springer Berlin 
Heidelberg, 2014. 



01/01/2023 
 

Page | 19  Ewa Deelman, Ph.D. 

 

54. Gideon Juve, Mats Rynge, Ewa Deelman, Jens-S. Vockler, G. Bruce Berriman.  Comparing 
FutureGrid, Amazon EC2, and Open Science Grid for Scientific Workflows.  Computing in 
Science and Engineering, 15:4, pp. 20-29, 2013. 

55. Ewa Deelman, Gideon Juve, Maciej Malawski, Jarek Nabrzyski.  Hosted Science: Managing 
Computational Workloads in the Cloud.  Parallel Processing Letters, 23:2, June 2013. 

56. Karan Vahi, Ian Harvey, Taghrid Samak, Daniel Gunter, Kieran Evans, David Rogers, Ian Taylor, 
Monte Goode, Fabio Silva, Eddie Al-Shakarchi, Gaurang Mehta, Ewa Deelman, Andrew Jones.  
A Case Study into Using Common Real-Time Workflow Monitoring Infrastructure for Scientific 
Workflows.  Journal of Grid Computing: Volume 11, Issue 3 (2013), Page 381-406. 

57. CS Carlson, TC Matise, KE North, CA Haiman, MD Fesinmeyer, S Buyske, FR Schumache, U 
Peters, N Franceschini, MD Ritchie, DJ Duggan, KL Spencer, L Dumitrescu, CB Eaton, F Thomas, 
A Young, C Carty, G Heiss, L Le Marchand, DC Crawford, LA Hindorff, CL Kooperberg; PAGE 
Consortium (includes Ewa Deelman). Generalization and dilution of association results from 
European GWAS in populations of non-European ancestry: the PAGE study. PLoS Biol. 2013 
Sep; 11(9):e1001661. doi: 10.1371/journal.pbio.1001661. Epub 2013 Sep 17.  

58. L Zhang, KL Spencer, VS Voruganti, NW Jorgensen, M Fornage, LG Best, KD Brown-Gentry, SA 
Cole, DC Crawford, E Deelman, N Franceschini, AL Gaffo, KR Glenn, G Heiss, NS Jenny, A 
Kottgen, Q Li, K Liu, TC Matise, KE North, JG Umans, WH Kao. Association of functional 
polymorphism rs2231142 (Q141K) in the ABCG2 gene with serum uric acid and gout in 4 US 
populations: the PAGE Study. Am J Epidemiol. 2013 May 1; 177(9):923-32. doi: 
10.1093/aje/kws330. Epub 2013 Apr 3.  

59. Zhang L, Buzkova P, Wassel CL, Roman MJ, North KE, Crawford DC, Boston J, Brown-Gentry KD, 
Cole SA, Deelman E, Goodloe R, Wilson S, Heiss G, Jenny NS, Jorgensen NW, Matise TC, 
McClellan BE Jr, Nato AQ Jr, Ritchie MD, Franceschini N, Kao WH., Lack of associations of ten 
candidate coronary heart disease risk genetic variants and subclinical atherosclerosis in four 
U.S. populations: The Population Architecture using Genomics and Epidemiology (PAGE) 
study. Atherosclerosis. 2013 Jun;228(2):390-9. doi: 10.1016/j.atherosclerosis.2013.02.038. 
Epub 2013 Mar 13. 

60. SA Pendergrass, Brown-Gentry K, Dudek S, Frase A, Torstenson ES, Goodloe R, Ambite JL, 
Avery CL, Buyske S, Bůžková P, Deelman E, Fesinmeyer MD, Haiman CA, Heiss G, Hindorff LA, 
Hsu CN, Jackson RD, Kooperberg C, Le Marchand L, Lin Y, Matise TC, Monroe KR, Moreland L, 
Park SL, Reiner A, Wallace R, Wilkens LR, Crawford DC, Ritchie MD. Phenome-Wide 
Association Study (PheWAS) for Detection of Pleiotropy within the Population Architecture 
using Genomics and Epidemiology (PAGE) Network. PLoS Genet. 2013 Jan;9(1):e1003087. 
doi:10.1371/journal.pgen.1003087. Epub 2013 Jan 31. PubMed PMID: 23382687. 

61. Gideon Juve, Ann L. Chervenak, Ewa Deelman, Shishir Bharathi, Gaurang Mehta, Karan Vahi: 
Characterizing and profiling scientific workflows. Future Generation Comp. Syst. 29(3): 682-
692, 2013 

62. G Bruce Berriman, Ewa Deelman, Gideon Juve, Mats Rynge, Jens Vöckler, The application of 
cloud computing to scientific workflows: a study of cost and performance.  Philos Transact A 
Math Phys Eng Sci. 2012 Dec 10;371(1983):20120066. doi: 10.1098/rsta.2012.0066. Print 
2013 Jan 28. 

63. Gideon Juve, Ewa Deelman, Bruce Berriman, Benjamin P. Berman, Phil Maechling, An 
Evaluation of the Cost and Performance of Scientific Workflows on Amazon EC2, Journal of 
Grid Computing, vol. 10, no. 1, pp. 5-21, 2012. 

64. Setiawan VW, Haessler J, Schumacher F, Cote ML, Deelman E, Fesinmeyer MD, Henderson BE, 
Jackson RD, Vöckler JS, Wilkens LR, Yasmeen S, Haiman CA, Peters U, Le Marchand L, 
Kooperberg C., . HNF1B and endometrial cancer risk: results from the PAGE study. PLoS One. 
2012;7(1):e30390. doi: 10.1371/journal.pone.0030390. Epub 2012 Jan 27 

65. Gurmeet Singh, Ewa Deelman, The interplay of resource provisioning and workflow 
optimization in scientific applications, Computation: Practice and Experience, Special Issue: 
Special Issue Fourth International Workshop On Workflow Management (ICWM2009), 23 (16), 
pages 1969–1989, November 2011 

66. Franceschini N, Carty C, Buzkova P, Reiner AP, Garrett T, Lin Y, Voeckler JS, Hindorff LA, Cole 



01/01/2023 
 

Page | 20  Ewa Deelman, Ph.D. 

 

SA, Boerwinkle E, Lin DY, Bookman E, Best LG, Bella JN, Eaton C, Greenland P, Jenny N, North 
KE, Taverna D, Young AM, Deelman E, Kooperberg C,  Psaty B, Heiss G. Association of genetic 
variants and incident coronary heart disease in multiethnic cohorts: the PAGE study. Circ 
Cardiovasc Genet. 2011  Dec;4(6):661-72. Epub 2011 Oct 31. PubMed PMID: 22042884. 

67. Setiawan VW, Haessler J, Schumacher F, Cote ML, Deelman E, Fesinmeyer MD, Henderson BE, 
Jackson RD, Voeckler JS, Wilkens LR, Yasmeen S, Haiman CA, Peters U, Le Marchand L, 
Kooperberg C. HNF1B and Endometrial Cancer Risk: Results from the  PAGE study. PLoS One. 
2012;7(1):e30390. Epub 2012 Jan 27. PubMed PMID: 22299039;  

68. Faris J, Kolker E, Szalay A, Bradlow L, Deelman E, Feng W, Qiu J, Russell D, Stewart E, Kolker E. 
Communication and data-intensive science in the beginning of the 21st century. OMICS. 2011 
Apr;15(4):213-5. PubMed PMID: 21476843. 

69. Ying Wang, Gaurang Mehta, Rajiv Mayani, Jingxi Lu, Tade Souaiaia, Yangho Chen, Andrew 
Clark, Hee Jae Yoon, Lin Wan, Oleg V. Evgrafov, James A. Knowles, Ewa Deelman, and Ting 
Chen, RseqFlow: Workflows for RNA-Seq data analysis, Bioinformatics (2011) first published 
online July 27, 2011 doi:10.1093/bioinformatics/btr441 

70. Yolanda Gil, Varun  Ratnakar, Jihie Kim, Pedro Gonzalez-Calero, Paul Groth, Joshua Moody, 
and Ewa Deelman, Wings: Intelligent Workflow-Based Design of Computational Experiments. 
IEEE Intelligent Systems, 26(1), 2011. 

71. Eun-Kyu Byun, Yang-Suk Kee, Jin-Soo Kim, Ewa Deelman, Seungryoul Maeng: BTS: Resource 
capacity estimate for time-targeted science workflows. J. Parallel Distrib. Comput. (JPDC) 
71(6):848-862 (2011) 

72. Saccone SF, Quan J, Mehta G, Bolze R, Thomas P, Deelman E, Tischfield JA, Rice JP,  New tools 
and methods for direct programmatic access to the dbSNP relational database.  Nucleic Acids 
Res. 2010 Oct 30. 

73. Saccone SF, Bolze R, Thomas P, Quan J, Mehta G, Deelman E, Tischfield JA, Rice JP.  SPOT: a 
web-based tool for using biological databases to prioritize SNPs after a genome-wide 
association study. Nucleic Acids Res. June 2010 

74. Y. Gil; Ratnakar, V; Kim, J; Gonzalez-Calero, P; Groth, P; Moody, J; Deelman, E; WINGS: 
Intelligent Workflow-Based Design of Computational Experiments, Intelligent Systems, IEEE, 
2010 

75. Gideon Juve, Ewa Deelman, Karan Vahi, Gaurang Mehta, Experiences with Resource 
Provisioning for Scientific Workflows Using Corral, Scientific Programming, 18:2, pp. 77-92, 
April 2010. 

76. Robert Graves, Thomas Jordan, Scott Callaghan, Ewa Deelman, Edward Field, Gideon Juve, 
Carl Kesselman, Philip Maechling, Gaurang Mehta, Kevin Milner, David Okaya, Patrick Small, 
Karan Vahi, CyberShake: A Physics-Based Seismic Hazard Model for Southern California, Pure 
and Applied Geophysics, May 2010. 

77. Vijay S. Kumar, Tahsin Kurc, Varun Ratnakar, Jihie Kim, Gaurang Mehta, Karan Vahi, Yoonju Lee 
Nelson, P. Sadayappan, Ewa Deelman, Yolanda Gil, Mary Hall and Joel Saltz Parameterized 
specification, configuration and execution of data-intensive scientific workflows, Cluster 
Computing, Volume 13, Number 3 / September, 2010 

78. Gideon Juve, Ewa Deelman, Scientific Workflows and Clouds, ACM Crossroads, 16:3, pp. 14-
18, Spring 2010 

79. Ewa Deelman, Grids and Clouds: Making Workflow Applications Work in Heterogeneous 
Distributed Environments International Journal of High Performance Computing Applications 
Online First, published on December 4, 2009 as doi:10.1177/1094342009356432 

80. Scott Callaghan, Ewa Deelman, Dan Gunter, Gideon Juve, Philip Maechling, Christopher 
Brooks, Karan Vahi, Kevin Milner, Robert Graves, Edward Field, David Okaya, Thomas Jordan, 
Scaling up workflow-based applications, Journal of Computer and System Sciences, In Press, 
Corrected Proof, Available online 22 November 2009, ISSN 0022-0000, DOI: 
10.1016/j.jcss.2009.11.005. 

81. Kevin Lee, Norman W. Paton, Rizos Sakellariou, Ewa Deelman, Alvaro A. A. Fernandes, 
Gaurang Mehta, Adaptive Workflow Processing and Execution in Pegasus, Concurrency 
Practice and Experience, volume 21, issue 16, 2009, pages 1965-1981. 

http://www.dblp.org/db/indices/a-tree/b/Byun:Eun=Kyu.html
http://www.dblp.org/db/indices/a-tree/k/Kee:Yang=Suk.html
http://www.dblp.org/db/indices/a-tree/k/Kim:Jin=Soo.html
http://www.dblp.org/db/indices/a-tree/d/Deelman:Ewa.html
http://www.dblp.org/db/indices/a-tree/m/Maeng:Seungryoul.html
http://www.dblp.org/db/journals/jpdc/jpdc71.html#ByunKKDM11
http://www.dblp.org/db/journals/jpdc/jpdc71.html#ByunKKDM11


01/01/2023 
 

Page | 21  Ewa Deelman, Ph.D. 

 

82. Gurmeet Singh, Carl Kesselman, and Ewa Deelman, An End-to-End Framework for 
Provisioning-Based Resource and Application Management, IEEE Systems Journal, (3) 1, 
March 2009. 

83. Ewa Deelman, Dennis Gannon, Mathew Shields, Ian Taylor, Workflows and e-Science: An 
overview of workflow system features and capabilities, Future Generations of Computer 
Systems, July 2008.  

84. Simon Miles, Paul Groth, Ewa Deelman, Karan Vahi, Gaurang Mehta, and Luc Moreau. 
Provenance: The bridge between experiments and data. Computing in Science and 
Engineering, 2008. 

85. Yolanda Gil, Ewa Deelman, Mark Ellisman, Thomas Fahringer, Geoffrey Fox, Dennis Gannon, 
Carole Goble, Miron Livny, Luc Moreau, Jim Myers, Examining the Challenges of Scientific 
Workflows, IEEE Computer, IEEE Computer, vol. 40, pp. 24-32, 2007. 

86. Gurmeet Singh, Karan Vahi, Arun Ramakrishnan, Gaurang Mehta, Ewa Deelman, Henan Zhao, 
Rizos Sakellariou, Kent Blackburn, Duncan Brown, Stephen Fairhurst, David Meyers, G. Bruce 
Berriman , John Good, Daniel S. Katz, Optimizing Workflow Data Footprint, Special issue of the 
Scientific Programming Journal dedicated to Dynamic Computational Workflows: Discovery, 
Optimisation and Scheduling, 2007 

87. Jihie Kim, Ewa Deelman, Yolanda Gil, Gaurang Mehta, Varun Ratnakar. Provenance Trails in the 
Wings/Pegasus Workflow System, Concurrency and Computation: Practice and Experience, 
Special Issue on the First Provenance Challenge, 2007. 

88. Joseph C. Jacob, Daniel S. Katz, G. Bruce Berriman, John Good, Anastasia C. Laity, Ewa 
Deelman, Carl Kesselman, Gurmeet Singh, Mei-Hui Su, Thomas A. Prince, Roy Williams, 
Montage: a grid portal and software toolkit for science-grade astronomical image mosaicking, 
IJCSE, 2006 

89. Ewa Deelman, Tevfik Kosar, Carl Kesselman and Miron Livny, What Makes Workflows Work in 
an Opportunistic Environment? Concurrency and Computation: Practice and Experience, 
Volume 18, Issue 10 , Pages 1187 – 1199.  2005 

90. Gurmeet Singh, Carl Kesselman, Ewa Deelman, Optimizing Grid-Based Workflow Execution, 
Journal of Grid Computing, Vol. 3, No. 3-4. (September 2005), pp. 201-219. 

91. Ewa Deelman, Gurmeet Singh, Mei-Hui Su, James Blythe, Yolanda Gil, Carl Kesselman, 
Gaurang Mehta, Karan Vahi, G. Bruce Berriman, John Good, Anastasia Laity, Joseph C. Jacob, 
Daniel S. Katz, Pegasus: a Framework for Mapping Complex Scientific Workflows onto 
Distributed Systems, Scientific Programming Journal, Volume 13, Number 3, 2005 

92. P. Maechling, H. Chalupsky, M. Dougherty, E. Deelman, Y. Gil, S. Gullapalli, V. Gupta, C. 
Kesselman, J. Kim, G. Mehta, B. Mendenhall, T. Russ, G. Singh, M. Spraragen, G. Staples, K. 
Vahi, Simplifying Construction of Complex Workflows for Non-Expert Users of the Southern 
California Earthquake Center Community Modeling Environment, SIGMOD Record, Volume 34    
Number 3,   September 2005 

93. Jim Blythe, Ewa Deelman, and Yolanda Gil, Automatically Composed Workflows for Grid 
Environments Described with Varying Levels of Detail, IEEE Intelligent Systems, 19(4): 16-23 
(2004)  

94. Y. Gil, E. Deelman, J. Blythe, C. Kesselman, H.Tangmunarunkit.  Artificial intelligence and grids: 
workflow planning and beyond,  IEEE Intelligent Systems, Volume: 19 , Issue: 1 , Jan.-Feb. 
2004, Pages:26 – 33 

95. A. Chervenak, E. Deelman, C. Kesselman, B. Allcock, I. Foster, V. Nefedova, J. Lee, A. Sim, A. 
Shoshani, B. Drach, D. Williams, D. Middleton , High-performance remote access to climate 
simulation data: a challenge problem for data grid technologies, Parallel Computing Volume 
29, Issue 10 (October 2003), Pages: 1335-1356, 2003.  

96. E. Deelman, J. Blythe, Y. Gil, C. Kesselman, G. Mehta, K. Vahi, K. Blackburn, A. Lazzarini, A. 
Arbee, R. Cavanaugh, S. Koranda, Mapping Complex Workflows Onto Grid Environments, 
Journal of Grid Computing, Vol.1, No. 1, 2003., pp25-39. 

97. R. Williams, B. Berriman, E. Deelman,  J. Good, J. Jacob, C. Kesselman, C. Lonsdale, S. Oliver, T. 
Prince. Multi-Wavelength Image Space: Another Grid-Enabled Science, Journal of Concurrency 
and Computation: Practice and Experience, Wiley, March 2003 



01/01/2023 
 

Page | 22  Ewa Deelman, Ph.D. 

 

98. V.S. Adve, R. Bagrodia, E. Deelman, Rizos Sakellariou. Compiler-Optimized Simulation of Large-
Scale Applications on High Performance Architectures. Journal of Parallel and Distributed 
Computing, Vol. 62, No. 3, Mar 2002, pp. 393-426. 

99. E. Deelman, B. K. Szymanski. Simulating Spatially Explicit Problems on High Performance 
Architectures,  Journal of Parallel and Distributed Computing, Vol. 62, No. 3, Mar 2002, pp. 
446-467.  

100. R. Bagrodia, E. Deelman, and T. Phan. Parallel Simulation of Large Scale Parallel Applications,   
International Journal of High-Performance Computing Applications. Volume 15, Number, 1, 
Spring 2001. 

101. V.S. Adve, R.Bagrodia, J.C. Browne, E. Deelman, A. Dube, E. Houstis, J.Rice, R. Sakellariou, D. 
Sundaram-Stukel, P. J. Teller, and M. K. Vernon. POEMS:  End-to-end Performance Design of 
Large Parallel Adaptive Computational Systems, IEEE Transactions on Software Engineering, 
vol.26, no.11 p. 1027-48, November 2000. 

102. S. Prakash, E. Deelman, and R. Bagrodia. Asynchronous Parallel Simulation of Parallel 
Programs. IEEE Transactions on Software Engineering, 26(5), May 2000.  

103. T. Caraco,  G. Gardner,  W. Maniatty,  E. Deelman,  and B. K. Szymanski, Lyme  disease: self-
regulation and pathogen invasion.  Journal of Theoretical Biology, 1998 Aug 21, 193(4):561-
75. 
 

CONFERENCE/ 
WORKSHOP 

PAPERS 

 1. Do, T. M. A., Pottier, L., Ferreira da Silva, R., Suter, F., Caı́no-Lores Silvina, Taufer, M., & 

Deelman, E. (2022). Co-Scheduling Ensembles of In Situ Workflows. 2022 IEEE/ACM 
Workflows in Support of Large-Scale Science (WORKS).  

2. Do, T. M. A., Pottier, L., Yildiz, O., Vahi, K., Krawczuk, P., Peterka, T., & Deelman, E. (2022). 

Accelerating Scientific Workflows on HPC Platforms with In Situ Processing. 2022 IEEE/ACM 

22nd International Symposium on Cluster, Cloud and Internet Computing (CCGrid), 1–10. 
https://doi.org/10.1109/CCGrid54584.2022.00009  

3. Gesing, S., Deelman, E., Ferreira da Silva, R., Hildreth, M., McDowell, M. A., Meyers, N., Taylor, 
I., & Tain, D. (2022). VisDict: A Visual Dictionary in a Science Gateway. In Gateways 2022. 
Zenodo. https://doi.org/10.5281/zenodo.7098353  

4. Hacker, T., Smith, P., Brunson, D., Arafune, L., Cheatham, T., & Deelman, E. (2022). Building the 
Research Innovation Workforce: Challenges and Recommendations from a Virtual Workshop 
to Advance the Research Computing Community*. Practice and Experience in Advanced 
Research Computing. https://doi.org/10.1145/3491418.3530288  

5. Jin, H., Raghavan, K., Papadimitriou, G., Wang, C., Mandal, A., Krawczuk, P., Pottie, L., Kiran, 
M., Deelman, E., & Balaprakash, P. (2022). Workflow Anomaly Detection with Graph Neural 
Networks. 2022 IEEE/ACM Workflows in Support of Large-Scale Science (WORKS).  

6. Osinski, T., Rynge, M., Vahi, K., Hong, J., Chu, R., Sul, C., Deelman, E., & Kim, B.-D. (2022). An 
Automated Cryo-EM Computational Environment on the HPC System Using Pegasus 
WMS. 2022 IEEE/ACM Workflows in Support of Large-Scale Science (WORKS). 

7. Tanaka, R., Papadimitriou, G., Viswanath, S. C., Wang, C., Lyons, E., Thareja, K., Qu, C., 
Esquivel, A., Deelman, E., Mandal, A., Calyam, P., & Zink, M. (2022). Automating Edge-to-cloud 
Workflows for Science: Traversing the Edge-to-cloud Continuum with Pegasus. 2022 22nd IEEE 
International Symposium on Cluster, Cloud and Internet Computing (CCGrid), 826–833. 
https://doi.org/10.1109/CCGrid54584.2022.00098  

8. Xin, Y., Fu, S.-W., Mandal, A., Tanaka, R., Rynge, M., Vahi, K., & Deelman, E. (2022). Data 
Integrity Error Localization in Networked Systems with Missing Data. ICC 2022 - IEEE 
International Conference on Communications, 341–346. 
https://doi.org/10.1109/ICC45855.2022.9838996   

9. Tu, H., Papadimitriou, G., Kiran, M., Wang, C., Mandal, A., Deelman, E., & Menzies, T. (2021). 
Mining Workflows for Anomalous Data Transfers. 2021 2021 IEEE/ACM 18th International 
Conference on Mining Software Repositories (MSR) (MSR), 1–12. 
https://doi.org/10.1109/MSR52588.2021.00013   

10. Casanova, H., Deelman, E., Gesing, S., Hildreth, M., Hudson, S., Koch, W., Larson, J., McDowell, 
M.A., Meyers, N., Navarro, J.L. and Papadimitriou, G., 2021, November. Emerging Frameworks 

https://doi.org/10.1109/CCGrid54584.2022.00009
https://doi.org/10.5281/zenodo.7098353
https://doi.org/10.1145/3491418.3530288


01/01/2023 
 

Page | 23  Ewa Deelman, Ph.D. 

 

for Advancing Scientific Workflows Research, Development, and Education. In 2021 IEEE 
Workshop on Workflows in Support of Large-Scale Science (WORKS) (pp. 74-80). IEEE. 

11. Xin, Y., Fu, S.W., Mandal, A., Baldin, I., Tanaka, R., Rynge, M., Vahi, K., Deelman, E., Abhinit, I. 
and Von, W., 2021, October. Root Cause Analysis of Data Integrity Errors in Networked 
Systems with Incomplete Information. In 2021 International Conference on Information and 
Communication Technology Convergence (ICTC) (pp. 735-740). IEEE 

12. Berriman, G.B., Good, J.C., Deelman, E., Tanaka, R. and Vahi, K., 2021. Astronomical Image 
Processing at Scale With Pegasus and Montage. arXiv preprint arXiv:2111.11624.  

13. Krawczuk, P., Nagarkar, S., & Deelman, E. (2021). CrisisFlow: Multimodal Representation 
Learning Workflow for Crisis Computing. 2021 IEEE 17th International Conference on EScience 
(EScience), 264–266. https://doi.org/10.1109/eScience51609.2021.00052  

14. Krawczuk, P., Papadimitriou, G., Nagarkar, S., Kiran, M., Mandal, A., & Deelman, E. (2021). 
Anomaly Detection in Scientific Workflows using End-to-End Execution Gantt Charts and 
Convolutional Neural Networks. Practice and Experience in Advanced Research Computing. 
https://doi.org/10.1145/3437359.3465597 

15. Krawczuk, P., Papadimitriou, G., Tanaka, R., Do, T. M. A., Subramany, S., Nagarkar, S., Jain, A., 
Lam, K., Mandal, A., Pottier, L., & Deelman, E. (2021). A Performance Characterization of 
Scientific Machine Learning Workflows. 2021 IEEE/ACM Workflows in Support of Large-Scale 
Science (WORKS). 

16. Lyons, E., Saplakoglu, H., Zink, M., Thareja, K., Mandal, A., Qu, C., Wang, S., Calyam, P., 
Papadimitriou, G., Tanaka, R., & Deelman, E. (2021). FlyNet: A Platform to Support Scientific 
Workflows from the Edge to the Core for UAV Applications. Proceedings of the 14th IEEE/ACM 
International Conference on Utility and Cloud Computing. 
https://doi.org/10.1145/3468737.3494098  

17. Papadimitriou, G., & Deelman, E. (2021). A Lightweight GPU Monitoring Extension for Pegasus 
Kickstart. 2021 IEEE/ACM Workflows in Support of Large-Scale Science (WORKS).  

18. Lyons, E., Seo, D.-J., Kim, S., Habibi, H., Papadimitriou, G., Tanaka, R., Deelman, E., Zink, M., & 
Mandal, A. (2021). Predicting Flash Floods in the Dallas-Fort Worth Metroplex Using 
Workflows and Cloud Computing. 2021 IEEE 17th International Conference on EScience 
(EScience), 259–261. https://doi.org/10.1109/eScience51609.2021.00050    

19. Ferreira da Silva, R., Casanova, H., Chard, K., Altintas, I., Badia, R. M., Balis, B., Coleman, T., 
Coppens, F., Di Natale, F., Enders, B., Fahringer, T., Filgueira, R., Fursin, G., Garijo, D., Goble, C., 
Howell, D., Jha, S., Katz, D. S., Laney, D., … Wolf, M. (2021). A Community Roadmap for 
Scientific Workflows Research and Development. 2021 IEEE Workshop on Workflows in 
Support of Large-Scale Science (WORKS), 81–90. 
https://doi.org/10.1109/WORKS54523.2021.00016  

20. Do, T. M. A., Pottier Loıc̈, Ferreira da Silva, R., Caıńo-Lores Silvina, Taufer, M., & Deelman, E. 
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